
The Potential Role of Virtual Trials in Early Medicines 
Development: Beyond Pharmacology to Mechanisms
Adriano Henney



21st Century Healthcare:
The Status Quo is Unsustainable

• Ageing population
• Chronic disease
• Limited therapeutic efficacy
• Increasing cost of innovative 

therapies
• Time to market increasing
• Tendency to focus on 

“personalisation”
• Limited success
• Exponential increase in 

budgets
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ANTI-DEPRESSANTS        38%
(SSRIs)

DIABETES DRUGS  43%

ARTHRITIS DRUGS  50%

ASTHMA DRUGS        40%

ALZHEIMER’S DRUGS 70%

CANCER DRUGS  75%

PERCENTAGE OF THE PATIENT POPULATION FOR WHICH 
A PARTICULAR DRUG IS INEFFECTIVE, ON AVERAGE

but an antibody drug called Herceptin® 
(trastuzumab) can reduce the recurrence 
of a tumor by 52 percent when used in 
combination with chemotherapy, compared 
to chemotherapy alone.13,14 Molecular 
diagnostic tests for HER2 are used to 
identify the patients who will benefit from 
receiving Herceptin® and other drugs that 
target HER2, such as Tykerb® (lapatinib). 

Two complex diagnostic tests, Oncotype 
DX® and MammaPrint®, use genetic 
information to help physicians chart the 
best course of treatment for breast cancer 
patients. Oncotype DX® can determine 
whether women with certain types of 
breast cancer are likely to benefit from 
chemotherapy.15,16,17 MammaPrint® can 
determine which early-stage breast cancer 
patients are at risk of distant recurrence 
following surgery.18 Both tests place patients 
into risk categories that inform physicians 
and patients whether their cancer may be 
treated successfully with hormone therapy 
alone, avoiding the expense and toxic 
effects of chemotherapy, or whether a more 
aggressive treatment is needed. 

A growing number of drugs have become 
available for the treatment of colon cancer, 
some of which are best selected using a 
genetic test. For example, approximately 40 
percent of patients with metastatic colon 
cancer are unlikely to respond to Erbitux® 
(cetuximab) and Vectibix® (panitumumab) 
because their tumors have a mutated form 
of the KRAS gene.19 Current practice 
guidelines recommend that only patients 
with the normal (wild-type) form of the 
KRAS gene should be treated with these 
drugs in conjunction with chemotherapy.20

Meanwhile, new targeted therapies, paired 
with genetic tests, are providing hope to 
late-stage cancer patients and their families. 
Approved in August 2011, Zelboraf™ 
(vemurafenib) treats melanoma that cannot 
be surgically removed in patients who have 
the BRAF V600E gene mutation. Xalkori® 
(crizotinib), indicated for the treatment of 
non-small cell lung cancer, is only effective 
for patients who express the abnormal 
anaplastic lymphoma kinase (ALK ) gene. 
Both BRAF and ALK mutations can be 
detected by commercially available tests, 
cobas® 4800 BRAF V600 Mutation Test and 
Vysis ALK Break Apart FISH Probe Kit.

Outside oncology, the blood clot-preventing 
drug Plavix® (clopidogrel) presents another 
case for using genetic testing to select the 
best course of treatment. Plavix® can have 
a very different impact on protecting stent 
patients from thrombosis, depending 
on patients’ genetic variance within 
CYP2C19, which encodes an enzyme that 
converts the drug from an inactive to an 
active state. About 25 to 30 percent of 
stent patients have a three-fold risk of stent 
thrombosis when using Plavix®, relative to 
other patients.21 A genetic test costing a 
few hundred dollars can reveal the risk and 
allow physicians to craft an alternate course 

The power in tailored therapeutics is for us to say more clearly to 

payers, providers, and patients—‘this drug is not for everyone, but 

it is for you.’ That is exceedingly powerful.”

John C. Lechleiter, Ph.D.
President and Chief Executive Officer, Eli Lilly and Company

FIGURE 2. One Size Does Not Fit All

Source of data: Brian B. Spear, Margo Heath-Chiozzi, Jeffery Huff, “Clinical  
Trends in Molecular Medicine,” Volume 7, Issue 5, 1 May 2001, Pages 201-204. 
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b  Rate of decline over 10-year periods
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c  Adjusting for 5-year delay in spending impact
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a  Overall trend in R&D efficiency (inflation-adjusted)
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FDA tightens
regulation
post-thalidomide

First wave of
biotechnology-
derived therapies

FDA clears backlog
following PDUFA
regulations plus small
bolus of HIV drugs 

The magnitude and duration of Eroom’s 
Law also suggests that a lot of the things that 
have been proposed to address the R&D pro-
ductivity problem are likely, at best, to have a 
weak effect. Suppose that we found that it cost 
80 times more in real terms to extract a tonne 
of coal from the ground today than it did 
60 years ago, despite improvements in mining  
machinery and in the ability of geologists 
to find coal deposits. We might expect coal 
industry experts and executives to provide 

explanations along the following lines: “The 
opencast deposits have been exhausted and 
the industry is left with thin seams that are 
a long way below the ground in areas that 
are prone to flooding and collapse.” Given 
this analysis, people could probably agree 
that continued investment would be justified 
by the realistic prospect of either massive 
improvements in mining technology or large 
rises in fuel prices. If neither was likely, it 
would make financial sense to do less digging.

However, readers of much of what has 
been written about R&D productivity in 
the drug industry might be left with the 
impression that Eroom’s Law can simply be 
reversed by strategies such as greater man-
agement attention to factors such as project 
costs and speed of implementation26, by 
reorganizing R&D structures into smaller 
focused units in some cases27 or larger units 
with superior economies of scale in others28, 
by outsourcing to lower-cost countries26,  
by adjusting management metrics and 
introducing R&D ‘performance score-
cards’29, or by somehow making scientists 
more ‘entrepreneurial’30,31. In our view, these 
changes might help at the margins but it 
feels as though most are not addressing  
the core of the productivity problem.

There have been serious attempts to 
describe the countervailing forces or to 
understand which improvements have been 
real and which have been illusory. However, 
such publications have been relatively 
rare. They include: the FDA’s ‘Critical Path 
Initiative’23; a series of prescient papers by 
Horrobin32–34, arguing that bottom-up  
science has been a disappointing distraction;  
an article by Ruffolo35 focused mainly on 
regulatory and organizational barriers;  
a history of the rise and fall of medical inno-
vation in the twentieth century by Le Fanu36; 
an analysis of the organizational challenges 
in biotechnology innovation by Pisano37; 
critiques by Young38 and by Hopkins et al.39, 
of the view that high-affinity binding of a 
single target by a lead compound is the best 
place from which to start the R&D process; 
an analysis by Pammolli et al.19, looking at 
changes in the mix of projects in ‘easy’ versus 
‘difficult’ therapeutic areas; some broad-
ranging work by Munos24; as well as a  
handful of other publications.

There is also a problem of scope. If we 
compare the analyses from the FDA23, 
Garnier27, Horrobin32–34, Ruffolo35, Le Fanu36, 
Pisano37, Young38 and Pammolli et al.19, there 
is limited overlap. In many cases, the differ-
ent sources blame none of the same counter-
vailing forces. This suggests that a more 
integrated explanation is required.

Seeking such an explanation is important 
because Eroom’s Law — if it holds — has 
very unpleasant consequences. Indeed, 
financial markets already appear to believe 
in Eroom’s Law, or something similar to it, 
and the impact is being seen in cost-cutting 
measures implemented by major drug com-
panies. Drug stock prices indicate that inves-
tors expect the financial returns on current 
and future R&D investments to be below 
the cost of capital at an industry level40, and 

Figure 1 | Eroom’s Law in pharmaceutical R&D. a | The number of new drugs approved by the US 
Food and Drug Administration (FDA) per billion US dollars (inflation‑adjusted) spent on research 
and development (R&D) has halved roughly every 9 years. b | The rate of decline in the approval of 
new drugs per billion US dollars spent is fairly similar over different 10‑year periods. c | The pattern 
is robust to different assumptions about average delay between R&D spending and drug approval. 
For details of the data and the main assumptions, see Supplementary information S1 (table) and 
REFS 24,86,87. Note that R&D costs are based on the Pharmaceutical Research and Manufacturers 
of America (PhRMA) Annual Survey 2011 (REF. 86) and REF. 87. PhRMA is a trade association that 
does not include all drug and biotechnology companies, so the PhRMA figure understates R&D 
spending at an industry level. The total industry expenditure since 2004 has been 30–40% higher 
than the PhRMA members’ total expenditure, which formed the basis of this figure. The new drug 
count, however, is the total number of new molecular entities and new biologics (applying the same 
definition as Munos24) approved by the US FDA from all sources, not just PhRMA members. We have 
estimated real‑term R&D cost inflation figures from REFS 24,87. The overall picture seems to be fairly 
robust to the precise details of cost and inflation calculations. Panel a is based on a figure that origi‑
nally appeared in a Bernstein Research report (The Long View — R&D productivity; 30 Sep 2010). 
*Adjusted for inflation. PDUFA, Prescription Drug User Fee Act. 
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Over the past 60 years, there have been  
major advances in many of the scientific and 
technological inputs into drug research  
and development (R&D). For example, 
combinatorial chemistry increased the 
number of drug-like molecules that could be 
synthesized per chemist per year by perhaps 
800-fold during the 1980s and 1990s1–3,  
and greatly increased the size of chemical  
libraries4. DNA sequencing has become over 
a billion times faster since the first genome 
sequence was determined in the 1970s5–7, 
aiding the identification of new drug targets. 
It now takes at least three orders of magni-
tude fewer man-hours to calculate three-
dimensional protein structure via X-ray 
crystallography than it did 50 years ago8,9, 
and databases of three-dimensional protein 
structure have 300 times more entries than 
they did 25 years ago9 (see the RCSB Protein 
Data Bank database website), facilitating the 
identification of improved lead compounds 
through structure-guided strategies. High-
throughput screening (HTS) has resulted 
in a tenfold reduction in the cost of testing 
compound libraries against protein targets 

since the mid-1990s10. Added to this are 
new inventions (such as the entire field of 
biotechnology, computational drug design 
and screening, and transgenic mice) and 
advances in scientific knowledge (such as  
an understanding of disease mechanisms,  
new drug targets, biomarkers and surrogate 
end points).

There have also been substantial efforts  
to understand and improve the management 
of the commercial R&D process. Experience 
has accumulated on why projects overrun11,  
on the factors that influence financial 
returns on R&D investment12–17, on project 
success18 and R&D portfolio manage-
ment19–22, on how to reduce costs by  
outsourcing, and on what is likely to impress 
or worry the regulatory authorities23.

However, in parallel — as many have 
discussed — R&D efficiency, measured 
simply in terms of the number of new 
drugs brought to market by the global bio-
technology and pharmaceutical industries 
per billion US dollars of R&D spending, 
has declined fairly steadily24. We call this 
trend ‘Eroom’s Law’, in contrast to the more 

familiar Moore’s Law (‘Eroom’s Law’ is 
‘Moore’s Law’ backwards). Moore’s Law is a 
term that was coined to describe the expo-
nential increase in the number of transistors 
that can be placed at a reasonable cost onto 
an integrated circuit. This number doubled 
every 2 years from the 1970s to 2010. The 
term is used more generally for technolo-
gies that improve exponentially over time. 
The data in FIG. 1a show that the number 
of new US Food and Drug Administration 
(FDA)-approved drugs per billion US dol-
lars of R&D spending in the drug industry 
has halved approximately every 9 years since 
1950, in inflation-adjusted terms. Part of the 
contrast between Moore’s Law and Eroom’s 
Law is related to the complexity and limited 
current understanding of biological systems 
versus the relative simplicity and higher  
level of understanding of solid-state  
physics25 but, as discussed below, there  
are other important causes.

Although there are difficulties in making 
like-for-like comparisons in R&D spending  
over very long periods, Eroom’s Law has 
been fairly robust. The number of new 
drugs introduced per year has been broadly 
flat over the period since the 1950s, and 
costs have grown fairly steadily24. The slope 
of the line, over 10-year periods at least, 
does not change substantially (FIG. 1b), and 
assumptions about the delay between R&D 
investment and drug approval do not have a 
substantial influence on the overall pattern 
(FIG. 1c). For more details of the data used for 
FIG. 1, and the major assumptions made,  
see Supplementary information S1 (table).

Eroom’s Law indicates that powerful 
forces have outweighed scientific, technical 
and managerial improvements over the past 
60 years, and/or that some of the improve-
ments have been less ‘improving’ than com-
monly thought. The more positive anyone 
is about the past several decades of progress, 
the more negative they should be about the 
strength of countervailing forces. If someone is 
optimistic about the prospects for R&D today, 
they presumably believe the countervailing 
forces — whatever they are — are starting to 
abate, or that there has been a sudden and 
unprecedented acceleration in scientific, 
technological or managerial progress that will 
soon become visible in new drug approvals.

OPIN ION

Diagnosing the decline in 
pharmaceutical R&D efficiency
Jack W. Scannell, Alex Blanckley, Helen Boldon and Brian Warrington

Abstract | The past 60 years have seen huge advances in many of the scientific, 
technological and managerial factors that should tend to raise the efficiency of 
commercial drug research and development (R&D). Yet the number of new 
drugs approved per billion US dollars spent on R&D has halved roughly every 
9 years since 1950, falling around 80‑fold in inflation‑adjusted terms. There have 
been many proposed solutions to the problem of declining R&D efficiency. 
However, their apparent lack of impact so far and the contrast between 
improving inputs and declining output in terms of the number of new drugs 
make it sensible to ask whether the underlying problems have been correctly 
diagnosed. Here, we discuss four factors that we consider to be primary causes, 
which we call the ‘better than the Beatles’ problem; the ‘cautious regulator’ 
problem; the ‘throw money at it’ tendency; and the ‘basic research–brute force’ 
bias. Our aim is to provoke a more systematic analysis of the causes of the 
decline in R&D efficiency.

PERSPECTIVES

NATURE REVIEWS | DRUG DISCOVERY  VOLUME 11 | MARCH 2012 | 191

© 2012 Macmillan Publishers Limited. All rights reserved

• Late stage failures
• 45% R&D cost associated 

with Phase II and III  (~$1Bn)
• Safety
• Efficacy:

– Poor trial design
– Failure of compound
– Failure of mechanism: target 

lacks relevance to the 
pathophysiological system -> 
clinically ineffective



Gene-centric doesn’t work

However, nearly two decades after the 
first predictions of dramatic success, we 
find no impact of the human genome 
project on the population’s life 
expectancy or any other public health 
measure, notwithstanding the vast 
resources that have been directed at 
genomics.
Exaggerated expectations of how large 
an impact on disease would be found for 
genes have been paralleled by 
unrealistic timelines for success, yet the 
promotion of precision medicine 
continues unabated.

6



• Human body ≡ machine
– Engine, Communication, motion, 

Computation and Control 

• Self-organised, not built to a standard 
blueprint, like a Ferrari or Jumbo jet
– Conception/ genetics/ environment ➛

development
– Stochastic variability

• Function emerges from dynamic 
network interactions

• Understanding complex system 
dynamics needs computer modelling

7



PricewaterhouseCoopers Report

http://www.pwc. com/gx/en/pharma-life-sciences/pharma-2020/pharma-2020- vision-path.jhtml.

We believe that, if the industry is to become 
more innovative and cut its R&D costs, four 
features will be vital: 
Ø A comprehensive understanding of how the human 

body works at the molecular level
Ø A much better grasp of the pathophysiology of 

disease
Ø Greater use of new technologies to “virtualise” the 

research process and accelerate clinical 
development

Ø Greater collaboration between the industry, 
academia, the regulators, governments and 
healthcare providers.

2008: Virtualisation is a solution

8

http://www.pwc


2008: Portofino Workshop
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2008: Portofino Workshop
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Pharma R&D Pipeline: 
CM&S potential
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Modelling and pharmacometrics

• Physiology Based Pharmacokinetic (PBPK) modelling and simulation 
mechanistically relates a patient’s physiology to the emerging 
pharmacokinetic pro- file. PBPK models explicitly include physiological 
information quantifying, for example, blood flow rates or relative 
tissue-specific gene expression.

• It can be used to predict the pharmacokinetic behaviour of drugs in 
humans using preclinical data. 

• It can also explore the effects of various physiologic parameters such 
as age, ethnicity, or disease status on human pharmacokinetics, as 
well as guide dose and dose regimen selection and aid drug–drug 
interaction risk assessment

12

https://www.sciencedirect.com/topics/pharmacology-toxicology-and-pharmaceutical-science/drug-drug-interactions


Evaluation of the Efficacy and Safety of Rivaroxaban
Using a Computer Model for Blood Coagulation
Rolf Burghaus1, Katrin Coboeken2, Thomas Gaub2, Lars Kuepfer2, Anke Sensse3, Hans-Ulrich Siegmund2,

Wolfgang Weiss2, Wolfgang Mueck1, Joerg Lippert2*

1 Bayer Schering Pharma AG, Wuppertal, Germany, 2 Bayer Technology Services GmbH, Leverkusen, Germany, 3 Bayer Schering Pharma AG, Berlin, Germany

Abstract

Rivaroxaban is an oral, direct Factor Xa inhibitor approved in the European Union and several other countries for the
prevention of venous thromboembolism in adult patients undergoing elective hip or knee replacement surgery and is in
advanced clinical development for the treatment of thromboembolic disorders. Its mechanism of action is antithrombin
independent and differs from that of other anticoagulants, such as warfarin (a vitamin K antagonist), enoxaparin (an indirect
thrombin/Factor Xa inhibitor) and dabigatran (a direct thrombin inhibitor). A blood coagulation computer model has been
developed, based on several published models and preclinical and clinical data. Unlike previous models, the current model
takes into account both the intrinsic and extrinsic pathways of the coagulation cascade, and possesses some unique
features, including a blood flow component and a portfolio of drug action mechanisms. This study aimed to use the model
to compare the mechanism of action of rivaroxaban with that of warfarin, and to evaluate the efficacy and safety of different
rivaroxaban doses with other anticoagulants included in the model. Rather than reproducing known standard clinical
measurements, such as the prothrombin time and activated partial thromboplastin time clotting tests, the anticoagulant
benchmarking was based on a simulation of physiologically plausible clotting scenarios. Compared with warfarin,
rivaroxaban showed a favourable sensitivity for tissue factor concentration inducing clotting, and a steep concentration–
effect relationship, rapidly flattening towards higher inhibitor concentrations, both suggesting a broad therapeutic window.
The predicted dosing window is highly accordant with the final dose recommendation based upon extensive clinical
studies.
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Introduction

The blood coagulation cascade is a complex process, involving
both an intrinsic and an extrinsic pathway (Figure 1) [1]. The
different classes of anticoagulant drugs currently on the market or
in clinical development target different factors within the
coagulation cascade (Figure 1). The most interesting new classes
of anticoagulants include the direct thrombin inhibitors and the
Factor Xa inhibitors (direct or indirect).

Rivaroxaban is an oral, direct Factor Xa inhibitor approved in
more than 100 countries worldwide, including the European
Union and Canada, for the prevention of venous thromboembo-
lism after elective hip or knee replacement surgery in adult
patients, and is in advanced clinical development for the treatment
of thromboembolic disorders. Rivaroxaban only targets one factor
within the coagulation cascade, Factor Xa, and its mechanism of
action is antithrombin (AT) independent [2,3]. This mechanism of
action is different from that of other anticoagulants that have been
or are currently used in clinical practice, such as warfarin (a
vitamin K antagonist) [4], enoxaparin (an indirect thrombin/
Factor Xa inhibitor) [5,6], ximelagatran (now withdrawn) [7] and
dabigatran (direct thrombin inhibitors) [8].

A computer model for blood coagulation has been developed,
based on several published models [9–14]. In contrast to these
previous models, the one presented here takes into account both
the intrinsic and extrinsic pathways of the coagulation cascade and
possesses some unique features that were not included in these
earlier models, such as a blood flow component and a portfolio of
drug action mechanisms based on their physicochemical proper-
ties and pharmacokinetic profiles. The aim of this study was to use
this model to evaluate the efficacy and safety of different doses of
rivaroxaban compared with other anticoagulants, thereby esti-
mating a therapeutic window for rivaroxaban.

The model was built to cover several aspects of the coagulation
cascade, including the extrinsic pathway (initiated with the
triggering of tissue factor [TF]), the intrinsic pathway (initiated
with activation of Factor XII [Factor XIIa]) and the common
pathways leading to fibrin generation via thrombin generation.
Additional features were also included: inhibition via the TF
pathway inhibitor or via AT, and the fact that in vivo coagulation is
affected by blood flow, which leads to an exchange of proteins
between the clot and the fresh blood pool. The action of calcium
ions (within membrane-bound enzyme complexes, e.g. the
prothrombinase complex) were indirectly included in the rate

PLoS ONE | www.plosone.org 1 April 2011 | Volume 6 | Issue 4 | e17626
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The long-lasting anticoagulant effect of vitamin K antagonists can be problematic in
cases of adverse drug reactions or when patients are switched to another anticoagulant
therapy. The objective of this study was to examine in silico the anticoagulant effect
of rivaroxaban, an oral, direct Factor Xa inhibitor, combined with the residual effect of
discontinued warfarin. Our simulations were based on the recommended anticoagulant
dosing regimen for stroke prevention in patients with atrial fibrillation. The effects of the
combination of discontinued warfarin plus rivaroxaban were simulated using an extended
version of a previously validated blood coagulation computer model. A strong synergistic
effect of the two distinct mechanisms of action was observed in the first 2–3 days
after warfarin discontinuation; thereafter, the effect was close to additive. Nomograms
for the introduction of rivaroxaban therapy after warfarin discontinuation were derived for
Caucasian and Japanese patients using safety and efficacy criteria described previously,
together with the coagulation model. The findings of our study provide a mechanistic
pharmacologic rationale for dosing schedules during the therapy switch from warfarin to
rivaroxaban and support the switching strategies as outlined in the Summary of Product
Characteristics and Prescribing Information for rivaroxaban.

Keywords: coagulation, combination therapy, mathematical modeling, pharmacodynamics, rivaroxaban,
simulation, warfarin

INTRODUCTION
Many patients who require long-term vitamin K antagonist
(VKA; e.g., warfarin) therapy experience difficulties in maintain-
ing a therapeutic international normalized ratio (INR) (Ageno
et al., 2012). Some patients may benefit from switching to one
of the direct oral anticoagulants, such as rivaroxaban, which have
been approved for the management of several thromboembolic
disorders, including the prevention of stroke and systemic
embolism in adult patients with non-valvular atrial fibrillation
and at least one other risk factor for stroke. Rivaroxaban has
been approved in this indication in Europe and the United States
(at a dose of 20 mg once daily) (Bayer Pharma, 2014; Janssen
Pharmaceuticals Inc., 2014) and in Japan (at a dose of 15 mg once
daily) (Bayer Yakuhin Ltd., 2012; Hori et al., 2012).

VKAs are indirect anticoagulants that target multiple enzymes
in the coagulation cascade. Specifically, they inhibit vitamin
K-dependent clotting factors including Factors II, VII, IX, and
X, and they also inhibit the carboxylation of the anticoagulant
proteins C and S; therefore, VKAs have the potential to be pro-
coagulants (Ansell et al., 2008). The use of VKAs is associated
with the need for frequent monitoring and dose adjustment
(Ansell et al., 2008) to ensure that the INR reaches and remains
within the recommended therapeutic range (Ansell et al., 2008;
Douketis et al., 2008; Kearon et al., 2012). The INR, based on the

prothrombin time (PT) coagulation test, was developed to pro-
vide a standardized measure of the anticoagulant effect of VKAs
and is the basis of guidelines for warfarin therapy (Ageno et al.,
2012). Target INR values established for VKA therapies are spe-
cific to the distinct mechanisms of action of these agents and
cannot be translated to anticoagulants with different mechanisms
of action. For example, INR values measured in the therapeutic
range of rivaroxaban are significantly lower than those required
under warfarin therapy, indicating that INR measurements are
not valid in this case (Kubitza et al., 2005a,b; Ansell et al., 2008;
Douketis et al., 2008; Kearon et al., 2012).

Dose–response relationships of VKAs may be influenced by
genetic factors, drug–drug interactions, and the consumption of
alcohol and foods containing vitamin K (Ansell et al., 2008).
For example, mutations in the vitamin K oxide reductase gene
lead to enzymes with varying sensitivities to warfarin inhibition.
Different ethnic populations vary in the frequency with which
these mutations occur and, therefore, require different warfarin
doses to maintain a therapeutic INR.

After discontinuation of warfarin, the concentrations of active
vitamin K-dependent clotting factors and anticoagulant proteins
C and S increase slowly toward normal levels. Because all of these
factors are generated and cleared slowly, coagulation behavior
is normalized only several days after warfarin discontinuation.

www.frontiersin.org November 2014 | Volume 5 | Article 417 | 1
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Model Informed Drug Discovery & 
Development (MID3)

• Quantitative modelling aiming to 
integrate knowledge of drug, 
disease, and mechanism of 
action to allow prediction 
(interpolation or extrapolation) of 
new outcomes under new 
conditions, such as untested 
doses, regimens, populations, or 
disease factors.

• Approaches include empirical, 
semi-mechanistic, or quantitative 
systems pharmacology 
techniques
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Quantitative Systems Toxicology (QSTS)

• A multidisciplinary approach bringing together Systems Biology, 
Toxicology and Chemistry

• Integrates classical toxicology with quantitative analysis of the 
molecular and functional changes that occur across multiple levels of 
biological organization. 

• QSTS aims to characterize ADRs by describing modes of action as 
adverse outcomes pathways and perturbed networks versus 
conventional empirical end points and animal-based testing

16



Quantitative Systems Toxicology (QST):
Industry needs

• Models (biological and computational) that:
§ Inform mechanisms of toxicity of existing and new drugs
§ Identify mechanistic differences between preclinical species and human
§ Differentiate between adaptive/benign and progressive/toxic events
§ Aid interpretation of complex ‘omics data sets to predict toxic phenotypes
§ Help minimise false negatives/positives during drug safety assessment
§ Support key risk assessments (e.g. safety margins) ahead of first-in-human 

trials
§ Are straightforward to use within industry

17



Quantitative Systems Toxicology (QST)

MarketClinical Development/
Launch

Preclinical /
Translation

Compound
Development

Target
ID/Validation

- To aid in molecular 
design to 
differentiate 
toxicophores

- Early read on 
compound liabilities 
and disposition

- In vitro screening 
models

- Supplement to traditional 
preclinical studies

- Mechanistic interrogation
- Early estimate on human 

safety margins 
(translational)

- Species sensitivity
- Differentiate between 

adaptive and progressive 
events

- Links to biomarkers

- Retrospective analysis 
of failed compounds

- Unexpected findings
- Translation of 

preclinical species to 
humans

- Links to biomarkers
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Towards Mechanisms…

• Safety
– QST

• Efficacy:
– Poor trial design
– Failure of compound: characteristics 

(ADME) ineffective
– Failure of mechanism: target lacks 

relevance to the pathophysiological 
system -> clinically ineffective  

• Need mechanistic models
– Heart, Liver, Kidney, Lung, Gut…..

Nature Reviews | Drug Discovery

Oncology
Central nervous
system
Musculoskeletal
Infectious disease
Cardiovascular
Other

Efficacy
Safety
Strategic
Pharmacokinetics/
bioavailability
Other
Financial and/or
commercial
Not disclosed

a  Causes of failure

b  Phase II failures

Failure by therapeutic area

Phase III and submission failures

56%

28%

7%

66%

21%

7%
6%

52%35%

13%

51%

19%

29%

29.5%

14%

8.5%9.5%

8.5%

30%

59%
22%

16%
3%

1%

5% 5%

2011–2012

2007–2010 2011–2012

Efficacy
Safety
Strategic
Commercial
Operational

2008–2010

BIOBUSINESS BRIEFS

Knowledge of the rates and causes of drug 
candidate attrition by clinical development 
phase and by therapeutic area is valuable  
in assessing the impact of changes in 
development strategy and research area focus 
by the pharmaceutical industry. Two years ago, 
we published brief reports on failures in  
Phase III and submission from 2007 to 2010 
(Nature Rev. Drug Discov. 10, 87; 2011) and 
failures in Phase II from 2008 to 2010 (Nature 
Rev. Drug Discov. 10, 328–329; 2011). Here, 
using data gathered from Drugs of Today, as 
in the previous analyses, we have conducted  
a similar analysis for 2011 and 2012. 

During this period, there were a total of 
148 failures between Phase II and submission 
(also including Phase I/II studies in patients and 
major new indications of already marketed 
drugs). Of these, 105 had reported reasons for 
failure. The majority were due to a lack of 
efficacy (56%) or to safety issues (28%); here, 
safety includes those failures that were due  
to an insufficient therapeutic index (FIG. 1a).

When looked at by phase, for the most 
recent year range, the proportion of failures 
due to lack of efficacy was higher in Phase II 
(59%), but still disturbingly high in Phase III and 
beyond (52%). The proportion of failures due to 
safety issues is higher in Phase III and beyond 
compared with Phase II — at 35% and 22%, 
respectively — which may be due to safety 
issues that only become apparent in larger 
numbers of patients and/or longer trials. 

A comparison of the Phase II attrition rates 
with those reported 2 years ago shows a 
decrease in strategic and commercial failures 
(from 29% down to 16%) with a concomitant 
increase in efficacy and safety failures (FIG. 1b). 
A comparison for Phase III and beyond reveals 
an increase in safety failures (35% up from 
21%) with a concomitant decrease in efficacy 
failures (FIG. 1b). 

When the failure rates are broken down by 
therapeutic area, oncology and central nervous 
system (CNS) disorders account for 44%  
(30% and 14%, respectively) of all the 105 
failures between Phase II and submission for 
which reasons have been reported (FIG. 1a). 
However, almost 50% of CNS and endocrinology 
(diabetes) failures (13 out of 29, and 4 out of 8, 
respectively) are excluded from these numbers 

 T R I A L  WAT C H

Phase II and Phase III attrition rates 
2011–2012

because the reason for the failure has not 
been disclosed. Oncology and CNS are areas  
in which it can be difficult to establish clear 
efficacy signals in small or short-duration 
Phase II trials, which reinforces the need to 
design trials that can deliver data that are 
sufficient to support good decision-making, 
and to have suitably discriminatory 
proof-of-concept criteria agreed prospectively. 

Trend analysis from the CMR International 
Global R&D Performance Metrics Program of 
new development projects across a group of  
16 companies (representing approximately 
65% of global R&D expenditure) reveals that 
the Phase II success rates for new development 

projects remained below 20% between 2009 
and 2011, as they have done since 2007. 
However, the survival rates for Phase III  
and beyond have recently shown signs of 
improvement with a 7-percentage-point 
increase in success rate between 2009 and 
2011 as compared to between 2007 and 2009. 
These low Phase II success rates in combination 
with improving Phase III success rates, 
increasing proportions of Phase II efficacy 
failures and declining proportions of Phase III 
efficacy failures may be an indication that the 
industry, as a whole, is designing Phase II 
programmes that are able to support early 
termination decisions and thereby avoiding  
a number of costly Phase III failures. 
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are at Thomson Reuters, 77 Hatton Garden,  

London EC1N 8JS, UK. 
Correspondence to P.M. 

e-mail: philip.miller@thomsonreuters.com 
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Figure 1 | Trends in attrition rates. a | Of the 148 failures between Phase II and submission in  
2011 and 2012, reasons were reported for 105; the majority of failures were due to lack of efficacy,  
as shown on the left. On the right, the 105 reported failures are broken down according to 
therapeutic area. b�̂ �%QORaTKUQP�QH�VJG�TGaUQPU�HQT�HaKNWTGU�KP�2JaUG|++�aPF�2JaUG�+++�VTKaNU�KP������ 
and 2012 with those in earlier periods that we reported previously (see main text for details).  
Data are from Thomson Reuters, Drugs of Today © Prous Science S.A.

N E W S  &  A N A LY S I S

NATURE REVIEWS | DRUG DISCOVERY  VOLUME 12 | AUGUST 2013 | 569

© 2013 Macmillan Publishers Limited. All rights reserved

Data from Arrowsmith & Miller (2013)
Nature Reviews Drug Discovery 12, 569 19



COMPUTAT IONAL MODEL ING

Trauma in silico: Individual-specific mathematical
models and virtual clinical populations
David Brown,1 Rami A. Namas,2 Khalid Almahmoud,2 Akram Zaaqoq,3 Joydeep Sarkar,1

Derek A. Barclay,2 Jinling Yin,2 Ali Ghuma,2 Andrew Abboud,2 Gregory Constantine,4

Gary Nieman,5 Ruben Zamora,2,6 Steven C. Chang,1 Timothy R. Billiar,2 Yoram Vodovotz2,6*

Trauma-induced critical illness is driven by acute inflammation, and elevated systemic interleukin-6 (IL-6) after trauma is
a biomarker of adverse outcomes. We constructed a multicompartment, ordinary differential equation model that rep-
resents a virtual trauma patient. Individual-specific variants of this model reproduced both systemic inflammation and
outcomes of 33 blunt trauma survivors, from which a cohort of 10,000 virtual trauma patients was generated. Model-
predicted lengthof stay in the intensive care unit, degree ofmultiple organdysfunction, and IL-6 area under the curve as
a functionof injury severitywere in concordancewith the results fromavalidationcohortof 147blunt traumapatients. In
a subcohort of 98 trauma patients, those with high–IL-6 single-nucleotide polymorphisms (SNPs) exhibited higher plas-
ma IL-6 levels than those with low IL-6 SNPs, matching model predictions. Although IL-6 could drive mortality in indi-
vidual virtual patients, simulated outcomes in the overall cohort were independent of the propensity to produce IL-6, a
prediction verified in the 98-patient subcohort. In silico randomized clinical trials suggested a small survival benefit of
IL-6 inhibition, little benefit of IL-1b inhibition, and worse survival after tumor necrosis factor–a inhibition. This study
demonstrates the limitations of extrapolating from reductionist mechanisms to outcomes in individuals and popu-
lations and demonstrates the use of mechanistic simulation in complex diseases.

INTRODUCTION
Traumatic injury represents themost common cause of death for young
people and is a significant source of morbidity andmortality for all ages
(1, 2). Hemorrhage and trauma, like sepsis, induce an acute inflammatory
response involving a coordinatedmobilization of numerous inflammato-
ry cells and circulatingmediators,with repercussions for all organ systems
(3–6). Acute inflammation after injury is complex: A robust, early tumor
necrosis factor–a (TNF-a) response appears to be crucial for the survival
of blunt trauma patients and experimental animals, although in these
samepatients elevated interleukin-6 (IL-6) levels are associatedwithhigh-
er morbidity and mortality (7, 8). Further, there is a broad-based ele-
vation of multiple innate immune and T cell inflammatory pathways
after blunt trauma, which is in turn associated with complications such
as multiple organ dysfunction syndrome (MODS) and nosocomial in-
fection (9, 10). These and other studies suggest that an appropriately
adaptive acute inflammatory response is beneficial and crucial for tissue
recovery after trauma; however, if inappropriately exaggerated or sus-
tained, the inflammatory response can also compromise healthy tissue,
further exacerbating inflammation through positive feedback loops and
causing further impairment to tissue integrity (11).

The outcomes landscape in blunt traumahas shifted fromhighmor-
tality (now only ~5%) to MODS, nosocomial infection/sepsis, pro-
longed length of stay (LOS), and other complications (10, 12).
Therefore, most patients have an indeterminate outcome upon admis-
sion but are highly likely to survive. Thus, the current challenge lies in
stratifying likelymorbidity to better implement surveillance, prophylax-
is, and resource use.We have used both quasi-mechanistic, data-driven

modeling approaches (9, 10, 13, 14) as well as biologically motivated
mechanistic mathematical models based on ordinary differential equa-
tions (ODEs) (15–18) to gain insights into thewhole-organism response
to traumatic injury. We have explored the use of multicompartment
ODEmodels for explaining individual-specific trajectories of inflamma-
tion and organ dysfunction in outbred swine subjected to endotoxemia
(19).We and others have also usedmechanisticmathematicalmodels as
a tool for carrying out in silico clinical trials for sepsis (20–22) andwound
healing (23, 24).We calibrated these previous studies in sepsis qualitative-
ly to reflectmajor clinical outcomes and reproduce key features of previous
clinical trials (20, 21).We have also shown thatmechanistic computational
models can recapitulate the dynamic inflammatory trajectories and ulti-
mate outcomes in individual human subjects subjected to localized tissue
trauma (24). To date, however, there have been no reported studies in
which computational models were either calibrated or validated against
prospectively obtained data in patients. In addition, the impact of trau-
ma on inflammation and organ dysfunction has not been explored in
simulated clinical cohorts. More fundamentally, there has been much
interest in, but little clinically oriented work on, the question of whether
it is possible to extrapolate from reductionist mechanism to the re-
sponses of individual patients or patient cohorts (25).

Herein, we extended our previously published, pig-specific two-
compartment ODEmodel (19) to include an additional tissue compart-
ment in which trauma occurs (Fig. 1). Using this augmented model, we
tested its use for predicting outcomes for large cohorts of human blunt
trauma patients.

RESULTS

Demographics of initial cohort of blunt trauma survivors
A central goal of the current study was to generate patient-specific
mathematical models of inflammation, organ dysfunction, and out-
comes. To do so, blood samples from 33 trauma survivors (19 males
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after blunt trauma, which is in turn associated with complications such
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fection (9, 10). These and other studies suggest that an appropriately
adaptive acute inflammatory response is beneficial and crucial for tissue
recovery after trauma; however, if inappropriately exaggerated or sus-
tained, the inflammatory response can also compromise healthy tissue,
further exacerbating inflammation through positive feedback loops and
causing further impairment to tissue integrity (11).
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Challenges

• Despite evidence indicating potential for computer modelling 
and simulation to have an impact, uptake has been slow and 
very limited

• Lack of confidence in “in silico” models compared with in 
vivo or in vitro models in routine use
– Familiar uncertainty vs unfamiliar uncertainty

• Regulatory hurdles
– Verification and validation 
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Avicenna Roadmap (2016)
• Total of 36 Recommendations:
• Training & education; validation & 

reliability; 3Rs; decision making….
• Policy: focus on regulators to embrace 

CM&S
• Detailed Information:

– http://bit.ly/Avicenna_Roadmap
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What is the Avicenna Alliance?

• Address regulatory barriers and develop policies on in silico medicine
• Link healthcare industries with researchers to further accelerate in silico medicine

A market focused partnership of healthcare industries and 
researchers set up a the request of the European Commission

Has its origins in:

1.Virtual Physiological Human Initiative, a research area focusing on 
computer modeling and simulation

2.Avicenna project which developed a “Roadmap for in silico medicine”
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Parliament calls on European 
Medicines Agency (EMA) to 
develop a new framework

• “(6a)  Advances in alternative testing require the creation of a regulatory 
framework capable of adapting to new developments in this field, including for 
example the recognition and evaluation of modelling and simulation 
technologies.”

• 4b.   The Agency shall develop a framework for the regulatory acceptance of 
alternative models and shall take into consideration the opportunities presented 
by these new concepts which aim at providing for more predictive medicines. 
These concepts may be based on human-relevant computer or cellular models, 
pathways of toxicity, or adverse outcome pathways.”

24



www.fda.gov 18 

A developing collaboration towards 
harmonization between the US & EU 

http://avicenna-alliance.com/ 

Momentum is gathering
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Momentum is gathering
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Momentum is gathering
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US authorities require the development of 
“a full human in silico model able to test drugs and devices 
across the entire body”

In Silico Clinical Trials. – In Silico clinical trials use computer models and
simulations to develop and assess devices and drugs, including their potential risk to
the public, before being tested in live clinical trials. Advanced computer modeling
can also be used to predict how a drug or device will behave when deployed in the
general population, thereby protecting the public from the unintended
consequences of side effects and drugs interactions. In Silico trials protect public
health, advance personalized treatment, and can be executed quickly and for a
fraction of the cost of a full scale live trial.

By understanding the impact a drug or a device will have on the human body
immediately and over time, as well as within different populations, millions of
dollars in the development costs can be saved. A mere percent improvement in
predicting failures before a clinical trial could save $100,000,000 in development
costs per drug.

As such, the Committee directs the FDA to expand its use of in silico clinical models
through a pilot project aimed at creation of a full human body in silico model able to
test drugs and devices across the entire body, including long-term effects among
distinct populations.

If necessary to enact this project, the FDA shall issue a unified guidance to allow the
model to be used to test both drugs and devices. The Committee requests a written
report outlining the FDA’s plans for development of the model within 120 days of
enactment of this act.

By understanding the impact a drug or a device will have on the human body
immediately and over time, as well as within different populations, millions
of dollars in the development costs can be saved. A mere percent
improvement in predicting failures before a clinical trial could save
$100,000,000 in development costs per drug.

As such, the Committee directs the FDA to expand its use of in silico
clinical models through a pilot project aimed at creation of a full human
body in silico model able to test drugs and devices across the entire body,
including long-term effects among distinct populations.
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The integration of data science and medicine is not as far 
away as it may seem: cell biology and genetics, once also 
foreign to medicine, are now at the core of medical 
research, and medical education has made all doctors into 
informed consumers of these fields. Similar efforts in data 
science are urgently needed.

Lost in Thought — The Limits of the Human Mind and the Future of Medicine
Obermeyer & Thomas.   Perspective, NEJM, September 28, 2017
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